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Abstract

A simulation is collection of agents that, according to some
schedule, are making decisions based on information about
other agents in that collection. In this paper we present
a class of dynamical systems called Sequential Dynamical
Systems (SDS) that was developed to capture these key
features of computer simulations. Here, as an example of
the use of SDS, we demonstrate how one can obtain infor-
mation about a simulation by a factorization into smaller
simulations.

1. Introduction.

In a simulation, be it a traffic study, a packet rout-
ing problem or a stock market analysis, one can usu-
ally identify the following components: A collection of
agents/atoms/entities, decision or update rules for each
agent and a scheduling mechanism. Typically, the update
rule of an agent only depends on the state of the agents in
its vicinity, and thus we speak about local rules. Simula-
tions can be viewed as the generation of global dynamics
from local dynamics caused by agent interaction, i.e., com-
position of local rules.

Sequential Dynamical Systems, or SDS for short,
were constructed as a mathematical abstraction of the
above. Specifically, agents are interpreted as the vertices in
a graph, and two vertices are connected if the correspond-
ing agents can communicate. Associated to each vertex in
the graph there is a state and also a function that depends
on the neighbor states in the graph. The latter corresponds
to the decision rule of an agent. Finally, the update mech-
anism is implemented as a permutation. The dynamics of
SDS results from applying the local functions in the or-
der given by the permutation and then by iterating this. For
the construction of SDS and the subsequent studies of their
properties we refer to [1, 2, 3, 4, 5, 6, 7, 8]. Lately, SDS has
also been studied from a computational/complexity point
of view. In fact, an SDS can be viewed as an algorithm,
and under quite general conditions it can be shown that
all equivalent algorithms have a complexity at least that
of the SDS-algorithm. For the computational complexity
approach we refer to [9]

In the remainder of the introduction we will briefly
go through the necessary prerequisites and the definition
of SDS. We will then give some very recent results on

SDS that shows how it is possible to factorize a simu-
lation (SDS) and from these simpler factors obtain in-
formation about the dynamics of the original simulation
(SDS). This is clearly related to the question of con-
structing/implementing computationally efficient simula-
tions. The theoretical results will be illustrated by simple
examples.

Let
�

be a labeled graph with vertex-set ��� �����	�
���
������������������������
, which we write as

�! #"$

. The

edge-set of
�

is denoted by %&� �'� . Let ( ��) *,+.-0/ be the set of�
-vertices that are adjacent to vertex - , let 132 �54 ( �6) *7+8-9/ 4

and let : �#;=<?> 2.@?ACBD1�2 . The increasing sequence of ele-
ments of ( ��) *,+8-9/ with - prepended is denoted byEF ��) *G+8-9/ � +.- �IH � ���������IH3J0K / � (1)

To each vertex - we associate a state L 2NMPO�Q , and we writeL � + L � � L Q ��������� L 
 / for the system state. For each R ����������S� :UT � we have a function V , that for simplicity we
assume to be symmetric, and for each vertex - we introduce
a map W�X�Y[Z *N\ 2^]`_ O 
Qba O J9K�c �Q �

(2)+ L � ��������� L 
 /eda + Lf2 � L�g9h ��������� L�g0i K / �
The map projects from the full

�
-tuple L down to the states

vertex - needs for updating its state. For each - M 	 
 there
is a

�
-local map j 2 ) * _ O 
Qka O 
Q given byl 2 � V J0K.c �nm W�X�Y[Z * � - �o�j 2 ) * + L / � + L � ��������� L 2.p � � l 2 + L / � L 2 c � ��������� L 
 / � (3)

The function jq2 ) * updates the state of vertex - and leaves
all other states fixed. We refer to the sequence + jN2 ) *r/ 2
as j * . Note that for each graph

�s t"$

a sequence+ V�u /���v u v 
 induces a sequence j * , i.e. we have a map
3�w x"$
y� a 
 j * � . We define the map � j * �r� _ ( 
 azk< W + O 
Q � O 
Q / by

� j * ��{|�|� 
}2�~ � j`��� 2�� ) * � (4)

where product denotes ordinary function composition.

Definition 1 (Sequential Dynamical System) Let
�  " 


, let + V u / u with
��� R � : + � / T � be a sequence of

symmetric functions as above, and let
{ M ( 
 The sequen-

tial dynamical system (SDS) over
�

induced by + V&u / u with
respect to the ordering

{
is � j * ��{|� .



Example 1 Let
� � �D� X���� as shown in figure 1.

With the parity function, i.e. W < X6� _ O �Qta O Q de-� �
� �

Figure 1. The circle graph on
�

vertices,
�D� X6��� .

fined by W < X�� + L � � L Q � L � / ��� 2 L 2 ; YC� � , update order+ �&����������� / and initial state + �����&������� / we get�N< X � + ������������� / � + ������������� / ��N< X Q m �N< X � + ������������� / � + ������������� / ��N< X � m �N< X Q m �N< X � + ������������� / � + ������������� / ��N< X9� m �N< X � m �N< X Q m �N< X �[+ ������������� / � + ������������� / �
and thus � Par ��� �.�I� � + ������������� / � + ������������� / � + ���������&��� / .
Since phase space for an SDS is finite we may identify it
with a finite unicyclic digraph.

Definition 2 The digraph �e� j * ��{|� associated to the SDS� j * ��{|� is the directed graph having vertex-set O 
Q and di-
rected edges


 + L � � j * ��{|� + L /�/ 4 L MPO 
Q � .
Note that the choice of OfQ ��
3�����[�

for the state values
could be changed to any finite field with only minor mod-
ifications. In fact, some results obtained on SDS does not
even require finiteness - one could pick, e.g. real values.

2. Factorization of SDS

To begin, recall that a morphism between graphs
�

and���
is a pair � � + � � � �yQ / with � � _ ��� ��� a ��� �U��� and� _ %&� �'� a %�� �U��� such that�|� ��
 - �oH�� M %&� ��� _ �yQ + � / �x
 � �?+8-9/ � � �[+ H / �&�

In other words, adjacent vertices in
�

are mapped to -9/
adjacent vertices in

� �
or -o-9/ to the same vertex in

�U�
. A

morphism of directed graphs also preserves the direction of
edges.

A graph morphism � _ � a � �
is locally bijective if� - M ��� ��� _ � 4 ¡ h0¢ £ � 2�� _ F ��) *,+8-9/ a F ��) *¥¤�+ � +8-9/�/

is bijective. Note that locally bijective does not imply bi-
jective as the following example shows.

Example 2 A locally bijective graph morphism � _�¦ �Q a" � , see figure 2. The map � � is defined by � �[+ 
§���6¨�� / �
&���
, � �?+ 
�����©C� / �w
?���

, � �[+ 
§����ª�� / �w
3�C�
, � �[+ 
3������� / �
����

, and �yQ is the induced edge-map. The resulting graph
morphism is clearly locally bijective, but not bijective.

0 1

2 3

4
5

6 7

1

2

3

4

Figure 2. The graphs ¦ �Q and
" � .

Definition 3 Let � j�« ��¬y� and � j * ��{|� be two SDS. An
SDS-morphism between � j�« ��¬y� and � j * ��{|� is a pair+ � ��­ / where � _ � a¯® is a graph morphism and where­ _ �e� jq« ��¬y� a �e� j * ��{|� is digraph morphism.

Given a graph morphism � _ � a ® we want to
relate the dynamics of SDS over the two graphs

�
and ® .

In most cases here the local functions will be the same.
To begin, we relate update schedules over

�
and ® via � .

Assume
4 ��� ���94°�±�

and
4 �²� ® �04°�±³

and let � p � +.-9/ �
 - � ��������� -o´ K�� where - �  µ����� -o´ K for
� � - �¶³ . Define the

map ·&¸ _ (²¹ a ( 
 by·&¸ + {k� + { � ��{ Q ����������{ ¹ /�/ (5)� + { � � ����������{ � ´^º h ����������{ ¹ � ����������{ � ´�º�» / �
For instance, in the example with � _|¦ �Q a " � , we have·&¸ + �f�������C��� / � + ������������ª�������©������6¨ / . Finally, we define the
map ¼ _ O ¹Q a O 
Q by + ¼ + L /�/ u � L ¸ � u�� . The dynamics
of SDS over

�
and ® can now be related in the following

way [8]:

Theorem 1 Let
�

and ® be loop-free connected graphs,
and let � _ � a½® be a bijective graph morphism. Suppose
the same sequence + V[2 / 2 of Boolean quasi-symmetric local
functions is used for both graphs. Then the map ¼ induces
a natural embedding¾ _ �e� j�« ��{|�y¿ a �e� j * � · ¸ + { / �o� (6)

Proof. Here we will only outline the ideas of the proof.
The full detail may be found in [8]. First, since � is local
bijection the set � p � +.-9/ �x
�H � ���������oH ´ K�� is an independence
set of

�
for all - M ��� ® � . Thus we may compose the func-

tions j�u , R M � p � +8-9/ in any order we like, e.g. increasing
index order. Now, careful inspection yields¹}g�~ �

ÀÁ }Â @ ¸&Ã h � 2�Ä�� j *C) ÂSÅÆ m ¼ � ¼ m ¹}g�~ � jq« ) 2 Ä � (7)

which in turn means � j * � ·�¸ + { / � m ¼ � ¼ m � j « ��{|� .
Example 3 To illustrate the use of Theorem 1 we show
how to relate the phase space of �Min Ç � ��� � � � to that of�Min È`ÉÊ � + ����¨����&��©����C�6ªC������� / � . Here Min * denotes the se-
quence of local functions induced by the minority func-
tions

;Ë��Ì _ O uQ a O Q which return
�

if the number of



�
’s is strictly less than the number of

�
’s, and

�
other-

wise. From the example above we have the bijective graph
morphism � _�¦ �Q�Í a " � . Next note that ·�¸ + � � � / �+ ���6¨C������©��6�C��ª�������� / . We know that �Min Ç � ��� � � � has ex-
actly two

ª
-cycles and no fixed points. The two

ª
-cycles

are shown in the top row of figure 3. For convenience we
use the mapÎ 2 _ O 2Q Í a 	r� Î 2 + L � ��������� Lf2 / � 2Ïg�~²Ð LCg,Ñ � gSp � (8)

to encode states (binary tuples), and we have, e.g.+ �&���&������� /rda � T � TÓÒ �Ô�&� . It is straightforward to see
that the phase space of �Min Ç � ��� � � � is indeed embedded in
the phase space of �Min È`ÉÊ � + ����¨�������©�������ªC������� / � .

We remark that �Min È`ÉÊ � ·&¸ + � � � / � has two fixed points
in addition to the two

ª
-cycles shown in the last row in

figure 3. These fixed points are related by the graph auto-
morphism Õ � + ��¨ /S+ �3© /�+ ��ª /S+ �[� / , and consequently, so are
their transients. Stated differently, the two components in�e�Min È¥ÉÊ � · ¸ + � �C� / � containing the fixed points are isomor-
phic. Their structure is shown in figure 4.

The following result links the existence of certain sub-
groups of O 
Q to the existence of covering maps of the

�
-

cube.

Theorem 2 For any subgroup Ö �� O 
Q with � O 
Q _ Ö ���N×� T � there exists an isomorphic subgroup ÖÙØ� Ö � that
has the property Ö + L /DÚ Ö + l / �ÜÛ

for LÞÝ� l ; L � l M
3��� � � ��������� � 
y� .
For each subgroup Ö  O 
Q with the property Ö + L /,ÚÖ + l / �±Û

for L#Ý� l ; L � l M 
3��� � � �������S� � 
y� the graphÖ�ß ¦ 
Q is connected, undirected and loop-free and the nat-
ural projection{yà _&¦ 
Q Í a ÖÞß ¦ 
Q �âá da Ö +8-9/
is a covering-map.

For the proof we refer to [5]. In particular we have
the following result [8] for

�
-cubes:

Proposition 1 There exists a locally bijective graph mor-
phism � _&¦ 
Q Í a " 
[c � (9)

if and only if
� 
=ã �Þ; YC� � T � holds.

Thus, whenever
� T � divides

� 

we can obtain information

about SDS over the
�

-cube from that of the SDS over the
complete graph on

� T � vertices. The analysis of systems
over the complete graph is generally a lot simpler than what
one will find for other graphs. Moreover, we note that an
SDS over the

�
-cube has

� Q B states while an SDS over" 
[c � has
� 
[c �

states [8]. The fact that systems over the
complete graph tend to be simpler to understand can be
used in the following way:

Proposition 2 Assume
� 
äã �'; Y�� � T � , and let

{ M( 
[c � . Then there exists a covering � _²¦ 
Qåa "æ
�c � and
the SDS � Par È BÊ � ·&¸ + { / � has a periodic orbit of length

� T�
.

Proof. We will establish the existence of the covering map� _&¦ 
Q a "æ
[c � under the above condition in the next sec-
tion. Since a covering map is locally bijective, we deduce
that the phase space of

­ç� � Par Ç B ��{|� can be embedded
into the phase space of è � � Par È BÊ � · ¸ + { / � . Thus we see
that whatever we can deduce about the smaller system

­
applies to the larger system è . The phase space of è has� Q B points while that of

­
has

� 
[c �
points.

One particular consequence of this is that every peri-
odic orbit for

­
will also be a periodic orbit for è . We will

show that
­

always have a periodic orbit of length
� T � .

For simplicity we take
{k�¶� � 
[c � .

By inspection
�N< X 
 _ O 
Q a O 
Q is seen to satisfy the

functional relationé + L � ��������� L 
 p � � é + L � ��������� L 
 /�/ � L 
²� (10)

As a consequence of this we deriveL � + L � � LfQ �������S� L 
 /�da + �N< X 
 + L / � LfQ � L � ��������� L 
 /Qda + �N< X 
 + L / ���N< X 
 + �N< X 
 + L / � LyQ �������S� L 
 / � L � �������S� L 
 /� + �N< X 
 + L / � L � � L � �������S� L 
 /
...
da + �N< X 
 + L / � L � � L Q ��������� L 
 p � / �

where
2da denotes the update of state L 2 .

In light of the above we obtain the commutative dia-
gram O 
Q \ ê&ë �.ì B ) � íS]

//î�ï�ðIñ B
��

O 
Q
òO 
Q ó B3ô�h //

òO 
Q �õ �8ö�÷
OO (11)

whereW�X�Y[Z + L � ��������� L 
 � L 
�c � / � + L � ��������� L 
 / � (12)ø ê�ë �.B + L � ��������� L 
 / � + L � ��������� L 
 ���N< X 
 + L � ��������� L 
 /�/ �
(13)¬�
�c �[+ L � � LyQ ��������� L 
�c �S/ � + L 
[c � � L � ��������� L 
 / � (14)

Note that W�X�Y�Z _ òO 
Q a O 
Q and ø ê&ë � B _O 
Q a òO 
Q are inverses. Similarly we obtain� �N< X ÇnB ��� � � � Q�� + L / � + L 
 ���N< X 
 + L / � L � � L Q ��������� L 
 p|Q / and
in general � �N< X ÇeB ��� � � � u�� � W�X�Y[Z m ¬ u
�c � m ø ê�ë �.B showing
that the order of an orbit of � �N< X ÇnB ��� � � is a divisor of

� T � .
Along the same lines we can show that � �N< X ÇnB ��{|�

and � �N< X Ç B ��� � � are topologically conjugated systems. We
omit the details.



Thus we have that the length of every orbit of� �N< X Ç B3ô�h ��{|� is a divisor of
� T � . However, it is easy to

see that the orbit containing the state + ��������������������� / always
have length

� T � . To be explicit we have for
�k�ù¨

+ �3�����&���&� / // + ���3�����&��� / // + �����3�����&� / // + �&�����3���&� /
��+ �&�����&����� /OO + ���&��������� /oo + �&���&�����3� /oo + ���&�����3��� / �oo

Thus we deduce that � Par È BÊ � · ¸ + { / � has a periodic orbit of
length

� T � , and we are done. ú
So to summarize, we have obtained information about

the structure of periodic orbits of SDS over
�

-cubes from
corresponding simpler SDS over

"û
[c � .
Example 4 For the

�
-dimensional cube ¦ � Q we can con-

struct two graphs
� � and

� Q as shown in figure 5 that have¦ � Q as a common covering. In this particular case it means
that we can obtain information about SDS over ¦ � Q from
the corresponding SDS over

� � or
� Q . Note that an SDS

over ¦ � Q has
� Q � �!©�ª�ª���©

states while an SDS over
� �

or
� Q has

� Q É �Ù��ª[©Ô�âü ©�ª�ª���©
states. The two re-

ductions were created from the subgroups

§��� + ���&��� / � and
3��� + �����&� / � of O � Q .

Summary

In this paper we presented a new class of discrete dynam-
ical systems, SDS, which consists of a dependency graph�

, a collection of
�

-local functions and an update sched-
ule. We then studied a reduction methodology for SDS
which allowed us to investigate key phase space features
of a given system in the phase space of a much smaller sys-
tem. In general there will be several such smaller systems.
We then analyze this situation in detail in case of SDS over�

-cubes where we construct a variety of reduced systems
arising from certain symmetries of the given dependency
graph. In particular we show under which conditions the
complete graph

"$
[c � contains essential phase space infor-
mation.

This is related to implementing computationally effi-
cient simulations in the following way: Typically, in a sim-
ulation the system only realizes a small fraction of the total
number of possible state configurations, that is, the repre-
sentative trajectories only visit a small part of the phase
space. Thus we see that the representative or important dy-
namics of the simulation quite possibly could have been
realized by a much smaller and simpler simulation system.
This is the role of the reduced system.

The development of SDS in its current state provides
both a common conceptual base for a systematic investiga-
tion of simulation as well as a suite of mathematical results.
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Figure 3. The top row shows the two five-cycles in�Min ÇN� ��� � � . The second row shows the images of the top
cycles under ý ¸ , and the last row shows the correspond-
ing periodic cycles in the digraph �D�Min È¥ÉÊ � · ¸ + � �C� / � . Note
that we have encoded binary

�
-tuples as decimal numbers

according to (8).

23

6
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6

Figure 4. The structure of the components in�e�Min È¥ÉÊ � ·&¸ + � � � / � containing a fixed point. A single filled
circle depicts a single state, while a circled number - de-
picts that there are - direct predecessors that do not have
any predecessors themselves.

Figure 5. The only graphs up to isomorphism on Ò vertices
of the form ÖÞß ¦ �Q .


